A SET-COVER-BASED APPROACH FOR INEXACT GRAPH MATCHING
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Network querying is a growing domain with vast applications ranging from screening compounds against a database of known molecules to matching subnetworks across species. Graph indexing is a powerful method for searching for queries in a large database of graphs. Most graph indexing methods to date tackle the exact matching (isomorphism) problem, limiting their applicability to specific instances in which such matches exist. Here we provide a novel graph indexing method to cope with the more general, inexact matching problem. Our method, SIGMA, builds on approximating a new variant of the set-cover problem that concerns overlapping multi-sets. We extensively test our method and compare it to a layman approach and to the state-of-the-art Grafil. We show that SIGMA outperforms both, providing higher pruning power in all the tested scenarios.

1. INTRODUCTION

Data in many biological domains are represented as graphs, where nodes correspond to molecules and edges connect related molecules. Mining such data to search for specific subgraphs is a fundamental step in identifying similarities among molecules, molecular networks etc. For example, querying for protein pathways within a collection of protein-protein interaction networks can identify matching pathways that are conserved in evolution and assist in the functional annotation of proteins and the prediction of their interactions.

Graph indexing is a common technique for performing searches in large databases. In a preprocessing phase, each graph of the database is analyzed in order to extract and store its features (composing the graph index). These could be either all the paths up to a certain length7, 9, 12, 14, 6, trees18 or general subgraphs5, 16. These indices are then used by a filtering phase to prune graphs that cannot contain instances of the query. The remaining candidates are finally verified in a matching phase through a subgraph matching algorithm4.

While many graph indexing algorithms have been suggested for the exact search (subgraph isomorphism) problem, very few algorithms exist for the inexact search case. In the most basic variant of the problem, the goal is to allow matches that are isomorphic to the query up to a few edge indels. Since edge insertions (i.e., extra edges in the match that do not have counterparts in the query) can be discarded while only improving the quality of the match, the core of the problem is handling edge deletions. More general variants allow label mismatches, node insertions and deletions and so on.

Molecular compounds, for instance, can be represented as graphs where atoms are vertices and bounds are edges. Molecules which share part of a given molecular structure often have similar chemical properties. Here inexact matching may assist in the identification of drugs which are active against some pathologies or have side effects, when the molecular structure responsible for a particular activity or side effect is known. Figure 1 shows that antidepressive molecules such as L-tryptophan share compounds with alkaloids, amines isolated from plants, including poisons such as strychnine and with powerful hallucinogenic drugs such as LSD. The shared compounds are highlighted. Molecules in 2d format
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may be represented as graphs; the vertices represent the atoms and the edges represent the links between the atoms. By deleting 7 edges from L-tryptophan, the remaining compound has a match in Strychnine, while 5 deletions are needed to find a match in LSD. In 2 it is shown that both L-tryptophan and LSD are involved in serotonin syndrome and that strychnine poisoning produces similar symptoms, being involved in differential diagnosis.

To tackle the inexact matching problem, several systems\(^1\) apply exact search techniques to queries that contain wildcard-nodes that can match any node and wildcard-paths, which are paths of any length that connect the two nodes. Indexing is used to filter out graphs in the database that do not contain the subparts of the query that are completely specified. A shortcoming of this approach is the need to specify in advance the parts of the query that may change.

Grafil\(^1\) has been the first attempt to realize indexing for inexact searches. It transforms the edge deletions into feature misses in the query graph, and uses an upper bound on the maximum number of allowed feature misses for graph filtering. Grafil in fact clusters the features according to their selectivity and applies a multi-filter strategy, where each filter uses a distinct cluster and the filtering results are combined. SAGA\(^1\) is a more flexible indexing system, which can handle also node insertions and deletions. Key to the algorithm is a distance measure between graphs. Fragments of the query are compared to database fragments using the distance measure. Matching fragments are then assembled into larger graph matching. The algorithm is based on associating a feature set with each edge of the query and looking for collections of such sets whose removal will allow exact matching of the query with a given graph. This translates into the problem of covering the missing features of the graph with overlapping multisets. We formulate this new variant of set cover and provide a greedy-based approximation for it. We extensively test SIGMA in querying small molecules against a database of molecular compounds. We compare it to a layman filtering approach and to the state-of-the-art Grafil; we show that SIGMA exhibits consistently higher filtering power, where the difference grows with the size of the query.

Our contribution is three-fold: (i) we define a new effective pruning rule for inexact matching based on multiset multi-cover, a variant of the well known set-cover problem; (ii) we provide a tight greedy approximation for multiset multi-cover, which is crucial for efficient and effective pruning; and (iii) we evaluate the performance of the proposed method, compared to a state-of-the-art approach, over a molecular compound data set.

The paper is organized as follows: Section 2 provides the basic definitions of graph indexing. Section 3 derives new pruning rules for inexact matching that are based on several variants of the set cover problem. Finally, experimental results and a comparison to Grafil are presented in Section 4.

2. PRELIMINARIES

An undirected labeled graph (in the following, simply a graph) is a 4-tuple \(G = (V, E, \Sigma, l)\) where \(V\) is the set of vertices, \(E\) is the set of edges, \(\Sigma\) is the alphabet of labels and \(l : V \rightarrow \Sigma\) is a function which maps each vertex to a label. We denote by \(V(G)\) the set of vertices of \(G\) and by \(E(G)\) the set of edges of \(G\). We say that a graph \(G_1\) is subgraph of \(G_2\), denoted \(G_1 \subseteq G_2\), if \(V_1 \subseteq V_2\) and \(E_1 \subseteq E_2\).

Given two graphs \(G_1 = (V_1, E_1, \Sigma, l)\), \(G_2 = (V_2, E_2, \Sigma, l)\) an isomorphism (that respects the labels) between \(G_1\) and \(G_2\) is a bijection \(\phi : V_1 \rightarrow V_2\) so that:

- \((u, v) \in E_1 \iff (\phi(u), \phi(v)) \in E_2\)
- \(l(u) = l(\phi(u)), \forall u \in V_1\)

A subgraph isomorphism between \(G_1\) and \(G_2\) is an
isomorphism between $G_1$ and a subgraph of $G_2$. We say that a graph $G_1$ admits an exact match in $G_2$ if there exist a subgraph isomorphism between $G_1$ and $G_2$. We say that a graph $G_1$ admits an inexact match in $G_2$ with $r$ deletions if there exists a subgraph isomorphism between a graph $G_2$ obtained from $G_1$ by removing arbitrarily $r$ edges, and $G_2$. We say also that $G_1$ is contained in $G_2$ with $r$ deletions.

We define a multiset as a pair $(A, m)$ where $A$ is a set and $m$ is a function from $A$ to the set $\mathbb{N}^+$ of positive natural numbers. We say that $m(a)$ is the multiplicity of the element $a$. Given a set $U$, we say that $A' = (A, m)$ is a multiset of $U$ if $A \subseteq U$. For simplicity, we extend the function $m()$ to all element of $U$ by setting $m(u) = 0$ for each $u \in U - A$. We define the cardinality of a multiset $A' = (A, m)$ as $|A'| = \sum_{a \in A} m(a)$.

Let $A' = (A, m)$ and $B' = (B, n)$ be two multisets. We define the difference $A' - B'$ as the set $C' = (C, p)$ where $C = \{c \in A|m(c) > n(c)\}$ and $p(c) = m(c) - n(c)$ for each element $c \in C$. We define the intersection $A' \cap B'$ as the set $C' = (C, p)$ where $C = A \cap B$ and $p(c) = \min(m(c), n(c))$ for each element $c \in C$. We define the union $A' \cup B'$ as the set $C' = (C, p)$ where $C = A \cup B$ and $p(c) = m(c) + n(c)$ for each element $c \in C$. We say that $A' \subseteq B'$ if for each $a \in A$ we have $a \in B$ and $m(a) \leq n(a)$.

Given a multiset $C$ and two multisets $A, B \subseteq C$, it is easy to verify that the following relations hold:

- $C - (C - A) = A$
- $C - A \subseteq C - B \Rightarrow B \subseteq A$

### 2.1. Filtering techniques for exact matching

Given a database $D = \{G_1, G_2, \ldots, G_n\}$ of graphs, performing an exact graph query $Q$ in $D$ calls for finding all graphs $G$ in $D$ such that $Q \subseteq G$.

Since checking all graphs of $D$ is very expensive, a feature based indexing system applies a filter-and-verification framework which allows to prune the graphs of the databases which cannot contain the query. A feature is a small graph which allows to discriminate the graphs which could contain the query from the graphs that cannot contain it. We denote by $F$ the set of all possible features. The choice of $F$ depend on the particular system used. In this paper we refer to a generic set of feature $F$.

Basically, graph-based graphs indexing systems are based on the observation that for a query $Q$ to admit a match in the graph $G$, it is necessary that each feature of $F$ contained in $Q$ is also contained in $G$. More precisely, when we say that a feature $f$ is contained in $G$ we mean that there exists an isomorphism between $f$ and a subgraph of $G$. The pruning is performed by the following phases:

- **Preprocessing:** this phase is off-line and is independent from the query. Each graph of the database is examined in order to extract all fea-
tures of $\mathcal{F}$ which are contained in the graph. The set of features of all graphs are recorded in a data structure called graph index.

- **Filtering:** the given query $Q$ is examined in order to extract a set of features contained in $Q$. A candidate graph set is computed comparing the extracted set of features against the corresponding sets in the graph index.

- **Matching:** each candidate graph is examined in order to verify if there are matches between the query and the graph.

![Fig. 2. An example of exact matching in a database of graphs. Here we consider as features simply edges (graphs with size 1). The first row show the query graph $Q$ and the database of graphs $\{G_1, G_2, G_3\}$. The second and third rows report respectively the sets of features and the multisets of features associated to each graph. The multiplicity of multisets take into account the number of feature occurrences. For instance the query $Q$ contains two occurrences of the feature triangle-square, one over the nodes 1-2 and the other over the nodes 3-2. In this example the query $Q$ is contained in the graph $G_1$ but not in the graphs $G_2$ and $G_3$. $G_2$ can be discarded by the filtering process because the feature triangle-square is not contained in $H_{G_2}$. $G_3$ can be discarded taking into account the number of occurrences by observing that the feature triangle-square have two occurrences in the query and only one in the graph.](image)

The feature-based condition for $Q$ to be contained in $G$ can be expressed as a pruning rule. We denote by $H_G$ the set of features contained in the graph $G$. Given a query $Q$, the graph $G$ can be discarded if $H_Q \nsubseteq H_G$. To apply this pruning rule we only check the existence of a subgraph isomorphism between features and graphs. Given a feature $f$ and a graph $G$ there can be several distinct subgraphs of $G$ which admit an isomorphism with the feature $f$. Each subgraph of $G$ which admits an isomorphism with $f$ is referred as a distinct feature occurrence of $f$ in $G$. The pruning power can be increased by considering the number of feature occurrences. We denote by $F_G$ the multiset of features of the graph $G$ which associate to each feature, the number of occurrences of it in the graph. For the query $Q$ to be contained in the graph $G$, the number of occurrences of each feature in $Q$ must be lower or equal to the number of occurrences of the corresponding feature in $G$. This means that we can discard the graph $G$ if $F_Q \nsubseteq F_G$.

For example the query $Q$ in Figure 2 matches with the graph $G_1$ but not with $G_2$ and $G_3$. It contains one occurrence of the feature triangle-triangle and two occurrences of the feature triangle-square. $G_2$ can be discarded by observing $H_Q \nsubseteq H_{G_2}$. By considering the number of feature occurrences, $G_3$ can also be discarded, since $F_Q \nsubseteq F_{G_3}$.

### 3. A Filtering Technique for Inexact Matching

In this section we develop effective pruning rules for inexact matching. We focus on the following problem: Given a query $Q$ and a graph $G$, does $Q$ admit an inexact match in $G$ with at most $r$ deletions? The scheme that we develop is based on associating a feature set $F_e$ with each edge $e$ of the query (i.e., the set of features that contain this edge) and looking for collections of such sets whose removal will allow exact matching of the query with $G$. The resulting problem can be formulated as a set cover problem: given a set $Y$ (of features of $Q$ which are missing in $G$), a family $S$ of sets (of features associated to each edge) and an integer $r$, find the smallest subfamily $\Gamma$ of $S$ that covers $Y$, i.e., $\bigcup_{X \in \Gamma} X \supseteq Y$.

Such a subfamily represents a set of query edges whose deletion assure that a subset of features of $Q$ are contained in $G$. If a subfamily $\Gamma$ of size $r$ does not exist, we can assume that deleting $r$ edges in any possible ways there always exist at least a feature of the query which is not contained in the graph, therefore the graph can be discarded.

We can strengthen the above formulation by considering the multiplicity of feature occurrences. Let
$E_\gamma \subseteq E(Q)$ be a subset of the query edges. We denote by $F_Q$ the multiset of features of $Q$ and by $F_{E_\gamma}$ the multiset of features which contain one of the edges in $E_\gamma$. If $Q$ admits an inexact match in $G$ with $r$ deletions, there must exist an $r$-size edge set $E_\gamma$ such that $F_Q - F_{E_\gamma} \subseteq F_G$. Hence the following pruning rule can be inferred:

Pruning rule 1. Given a query $Q$ with $r$ allowed deletions, a graph $G$ can be discarded if for each $E_\gamma \subseteq E(Q)$ with $|E_\gamma| = r$ we have:

$$F_{E_\gamma} \not\supseteq F_Q - F_G$$

Clearly this pruning rule cannot be applied efficiently because the number of possible $r$-subsets of $E(Q)$ grows exponentially with $r$, and the rule must be verified for all the graphs in the database. Instead, we resort to a multiset cover approach.

In the multiset multi-cover problem $Y = (Y', m_Y)$ is a multiset and $S$ is a family of multisets. Each element (feature) $f$ of $Y$ has a multiplicity $m_Y(f)$ which specifies the number of times $f$ has to be covered, and it occurs in each set $X$ of $S$ with a given multiplicity $m_X(f)$. The goal is to find the minimum-size set $\Gamma$ such as $\bigcup_{X \in \Gamma} X \supseteq Y$, i.e., for each $f \in Y'$, $\sum_{X \in \Gamma} m_X(f) \geq m_Y(f)$. In its general formulation, a set of $S$ can be chosen several times ($\Gamma$ is a multiset too). In what follows we consider the further constraint that each set of $S$ can be chosen at most once. In our case, the multiset to be covered is $Y = F_Q - F_G$, and the collection of covering multisets is $S = \{F_e\}_{e \in E(Q)}$. If $Y$ admits no multiset multi-cover of size $r$ then $G$ can be discarded (see Figure 3).

Set-cover is known to be NP-complete, but can be solved by a simple greedy heuristic with approximation ratio $H(\max\{|X| : X \in S\})$, where $H(n) = 1 + 1/2 + ... + 1/n^{11, \, 10}$. The more general multiset multi-cover problem was shown to admit the same approximation ratio. Figure 4 describes a greedy heuristic for the multiset multi-cover problem. At each iteration, the algorithm chooses the multiset $X$ of the family $S$ which maximizes the number of newly covered feature occurrences of $Y$. The chosen set is added to the cover, and its elements are removed from $Y$.

For the greedy algorithm to be used effectively for filtering, it is essential to have a tight lower bound of the optimal solution. We prove a tight lower bound below.

Let $Y = (Y', m_Y)$ be the multiset of features to be covered. Let $\text{cost}(f, i)$ be a function from $Y' \times \mathbb{N}$ to $\mathbb{R}$, which assigns a cost to each feature occurrence covered by the greedy algorithm. The feature occurrences are ordered by the time they are covered by the algorithm. The cost is assigned at each step of the algorithm, spreading a unitary cost over all the feature occurrences which are being covered, i.e., each feature occurrence is assigned with a cost $1/c$, where $c$ is the number of newly covered occurrences. Let $\Gamma^*$ be the cover returned by the greedy algorithm, $\Gamma^*$ the exact cover and $r_X(f) = \min(m_X(f), m_Y(f))$. The following theorem bounds the size of the cover returned by the greedy algorithm.

![Figure 3](image-url) An example of a query $Q$ and a graph $G$ which contains a copy of $Q$ with two deletions. We consider as features all connected subgraphs containing exactly two edges. Left: $Q$ and all the feature occurrences it contains $(F_Q)$. The line type of feature occurrences is chosen according to the feature they correspond to. Each set $F_i$ indicates all the feature occurrences that contain the edge $i$. Right: $G$, its multiset of features $(F_G)$ and the multiset of missing features $(F_Q - F_G)$. The minimum cover of $F_Q - F_G$ by the family $\{F_1, F_2, F_3, F_4\}$ is of cardinality 2, implying that at least two deletions are needed for a match. $\{F_1, F_2\}$ is a possible cover, implying that $G$ is a candidate to match $Q$ with edges 1 and 2 deleted.
Greedy-Multiset-Multicover(Y, S)
Γ ← ∅
while Y ̸= ∅ do
X ← arg max_{x ∈ S} |X ∩ Y|
Y ← Y − X
Γ ← Γ ∪ {X}
return Γ

Fig. 4. A greedy algorithm for the multiset multi-cover problem.

Theorem 1. Let \( \alpha(f) = \text{cost}(f, m_Y(f)) \) and \( \beta = \sum_{f \in Y'} \sum_{i=1}^{m_Y(f)} (\alpha(f) - \text{cost}(f, i)) \) then,
\[
|\Gamma'| \geq \min_{\Gamma' \subseteq S} \sum_{(x, m_X) \in \Gamma'} \sum_{f \in X} r_X(f) \alpha(f) - \beta \geq |\Gamma|
\]

Proof. We show that
\[
\sum_{(x, m_X) \in \Gamma'} \sum_{f \in X} r_X(f) \alpha(f) - \beta \geq |\Gamma|
\]
The claim follows since \( \Gamma' \subseteq S \) and each element of a set is always greater than or equal to the minimum over that set.

The total cost assigned to all the feature occurrences is equal to \( |\Gamma'| \). Thus:
\[
|\Gamma'| = \sum_{f \in Y'} \sum_{i=1}^{m_Y(f)} \text{cost}(f, i)
= \sum_{f \in Y'} m_Y(f) \cdot \text{cost}(f, m_Y(f))
- \sum_{f \in Y'} \sum_{i=1}^{m_Y(f)} (\text{cost}(f, m_Y(f)) - \text{cost}(f, i))
= \sum_{f \in Y'} m_Y(f) \alpha(f) - \beta
\leq \sum_{(x, m_X) \in \Gamma'} \sum_{f \in X} r_X(f) \alpha(f) - \beta.
\]

The right side can be easily computed by ranking the sets of \( S \) by the score \( \sum_{f \in X} r_X(f) \alpha(f) \) in decreasing order, and taking them one by one until the sum of the scores is greater than or equal to \( |\Gamma'| + \beta \).

3.1. Increasing the filtering power

Using multisets alone does not capture interdependencies between them, i.e. two multisets of features may include the same feature occurrence but in the cover we may count it twice (see Figure 5).

To this end we introduce a new variant of the set-cover problem, which we call Multi-cover by Overlapping Multisets (MOM). Let \( U \) be a set of elements (feature occurrences), \( F \) a set of features and \( f \) a function that associates with each element of \( U \) a feature from \( F \). Given \( A \subseteq U \), we define the covering of \( A \), denoted as \( \text{Cov}_f(A) \), as the multiset \( D' = (D, m) \) of \( F \) so that \( D = \{ f(a) | a \in A \} \) and \( m(d) = |\{ a \in A | f(a) = d \} | \). We define the MOM problem as follows: For a multiset \( Y \) of \( F \) and given a family \( S \) of subsets of \( U \), find the smallest subfamily \( \Gamma \) of \( S \) so that \( \text{Cov}_f(\bigcup_{X \in \Gamma} X) \supseteq Y \).

Note that in Figure 5 the minimum cover for MOM is \( \{ F_1, F_6, F_7 \} \), so \( G \) is not a candidate to match \( Q \) with at most two deletions.

It can be shown that this problem is also NP-hard by reduction from set-cover. A greedy algorithm for it is given in Figure 6. In the greedy algorithm for MOM in Figure 6 a further set \( Z \) is used to keep track of the covered elements. When a set is added to the cover, its elements are removed from \( Z \) in order to avoid considering them twice.

We can now define a new pruning rule based on MOM which is equivalent to to pruning rule 1.

Pruning rule 2. Given a query \( Q \) with \( r \) allowed deletions and a graph \( G \). Let \( |\Gamma'| \) be the cover returned by the greedy algorithm when executed on \( F_{G^r} \). \( G \) can be discarded if:
\[
r < \min_{\Gamma' \subseteq S, \sum_{(x, m_X) \in \Gamma'} \sum_{f \in X} r_X(f) \alpha(f) - \beta \geq |\Gamma'|} |\Gamma'|
\]

Pruning rule 3. Given a query \( Q \) with \( r \) deletions. Denote by \( F_e \) the set of feature occurrences of \( Q \) which contain the edge \( e \in E(Q) \). A graph \( G \) can be discarded if for each \( E_{\gamma} \subseteq E(Q) \) of size \( r \):
\[
\text{Cov}_f\left( \bigcup_{e \in E_{\gamma}} F_e \right) \not\supseteq F_Q - F_G
\]
Since \( \text{Cov}_f(\bigcup_{e \in E_{\gamma}} F_e) = F_{E_{\gamma}} \) we get that:
Fig. 5. An example of graph which cannot be pruned solving the multiset multi-cover problem. Inexact matching with at most two deletions are searched for. Features are subgraphs containing exactly two connected edges. The left side shows the query \( Q \) and all its feature occurrences \( (F_Q) \). The line type of a feature occurrence is uniquely associated with that feature. Each set \( F_i \) indicates all the feature occurrences containing the edge \( i \). The right side shows the target graph \( G \), its multiset of features \( (F_G) \) and the multiset of missing features \( (F_Q - F_G) \). For the multiset multi-cover problem, \( \{F_6, F_7\} \) is a cover of \( F_Q - F_G \) since the feature \( f \) is counted twice. This means that \( Q \) is candidate to match \( G \) with 2 deletions. Considering \( f \) only once (see MOM defined below) the minimum cover would be \( \{F_1, F_6, F_7\} \) and \( G \) would be discarded.

Theorem 2. Pruning rule 3 is equivalent to pruning rule 1.

Theorem 1 and pruning rule 2 apply to the MOM greedy algorithm as well, so the same lower bound can be used to prune the graphs.

4. EXPERIMENTAL RESULTS

To evaluate our filtering methods we applied them to query a large database of molecular compounds. We compared our performance to the state-of-the-art Grafil\textsuperscript{17} as well as to a layman filtering method called Edge\textsuperscript{17}. The latter simply compares the edges of the query to those of a given graph and discards all graphs that miss (with respect to the query) more edges than the number of allowed deletions. This filtering is in fact equivalent to both our filtering and that of Grafil when considering edge-based features only.

\[
\text{Greedy-MOM}(Y, S) \\
Z \leftarrow U \\
\Gamma \leftarrow \phi \\
\text{while } Y \neq \phi \text{ do} \\
X \leftarrow \arg\max_{X \in S} |\text{Cov}_f(X \cap Z) \cap Y| \\
Y \leftarrow Y - \text{Cov}_f(X \cap Z) \\
Z \leftarrow Z - X \\
\Gamma \leftarrow \Gamma \cup \{X\} \\
\text{return } \Gamma
\]

Fig. 6. A greedy algorithm for MOM.

4.1. Implementation

Two versions of our tool have been implemented. One is based on multiset multi-cover formulation and the other on the MOM formulation. Both tools use Edge as a first pruning step and then apply pruning rule 2. They are compared with our own implementation of Edge and Grafil (which includes Edge as part of the filtering). To perform a uniform analysis, paths of length up to 4 were used as features for all the compared systems. The candidate verification was performed by enumerating all possible subgraphs of the query that can be obtained by deleting any set of \( r \) edges, and running an efficient subgraph isomorphism algorithm called VF2\textsuperscript{5} over each graph. The running time of our tools depended on the query size and ranged from a few tenths of a second to less than one minute (on a Pentium IV with 1GB of memory).

4.2. Benchmark

For evaluation purposes we used the Antiviral Screen Dataset (AIDS)\textsuperscript{1}. The AIDS database contains the topological structures of 42,000 chemical compounds that have been tested for evidence of anti-HIV activity. Each compound of the dataset was converted into a graph where vertices are atoms, edges are bonds between atoms, and the element symbols are used to label the vertices. Multiple bonds were represented by single edges. We obtained a dataset of graphs ranging from 20 to 270 vertices in size. Queries were extracted at random from the AIDS database. The extraction procedure picks a graph and a vertex of that graph at random; it then generates a subgraph starting from the picked vertex and adding edges until a specified size is reached. We
generated queries with size ranging between 16 and 48.

4.3. Results

We applied all three methods (SIGMA, Grafil and Edge) to the AIDS database with queries of sizes ranging from 16 to 48. We allowed between 1 to 4 deletions and tested the filtering power of the different approaches. We tried both variants of our approach, multiset multi-cover and MOM, and got very similar results, hence we report the latter only. Compared to multiset multi-cover, MOM tends to generate larger covers, but the computed lower bounds are often less tight. Therefore we did not obtain a significative improvement in pruning power. Moreover, since MOM needs to keep track of each single feature occurrence, the resulting filtering time is higher than the corresponding time obtained by multiset multi-cover. The design of a specific tight lower bound for MOM will be object of further investigation. The comparison against Grafil and Edge is depicted in Figure 7. For a given number of deletions, the average number of candidates over 100 queries of that size is reported.

Fig. 7. A comparison of the number of candidates produced by SIGMA, Grafil and Edge. For each query size, the average number of candidates over 100 queries of that size is reported.

To quantify the pruning power, defined as the ratio between the number of verified matches and the number of generated candidates, we applied an exhaustive search algorithm to part of the data. Specifically, we considered a subset of 1000 compounds and fixed the query size to 16. The results, expressed as the average over 10 queries, are shown in Figure 8. On this small data set SIGMA exhibits up to 4-fold increase in the pruning power.

5. CONCLUSIONS

We have developed novel graph indexing strategies for inexact graph searches. The resulting tool, called SIGMA, is based on a novel variant of the set cover
problem and a greedy algorithm to approximate its solution.

Fig. 8. A comparison between the pruning power of SIGMA, Grafil and Edge.

In extensive tests on a chemical compound database SIGMA was shown to outperform existing methods for the problem, including the state-of-the-art Grafil. Examining the results in detail, we believe that SIGMA performs better than Grafil because Grafil uses only information about the number of query features that are missing in the graph. In many cases this criterion is not selective enough. In contrast, SIGMA takes the identity of the features into account and hence has more filtering power. For example, consider the query in Figure 9. Compared to the peripheral edges, the central edges are contained in a higher number of feature occurrences, thus they dominate the maximum number of feature misses. As a result, the graph $G$ reported in the figure cannot be discarded by Grafil but is discarded successfully by SIGMA.

Future work includes the management of mismatches and vertex deletions. Although the proposed system can handle vertex deletions by the induced edge deletions, in some applications the cost of a vertex deletion may not be necessarily related to its degree. In summary, the development of graph indexing methods is essential for efficiently mining biological databases; methods for inexact matching, like the one reported here, greatly increase the sensitivity of database searches and promise to take a leading role in this area as databases continue to expand.

Fig. 9. An example of a graph which is discarded by SIGMA but not by Grafil. We search for the query graph $Q$ with at most 1 deletion, considering paths of length 3 as features. The query contains 3 occurrences of the feature A-A-B and 3 occurrences of A-B-A for a total of 6 feature occurrences. By removing the more central edges we miss 3 feature occurrences, while by removing the peripheral edges we miss only one feature occurrence. For one allowed deletion, the maximum number of possible feature misses is 3. $G$ misses 2 feature occurrences, thus it cannot be discarded by Grafil. There are no edges of the query which cover the two missing (in $G$) A-A-B features, thus $G$ is discarded by SIGMA.
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