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Abstract

Microarray gene expression techniques have recently
made it possible to offer phenotype classification of many
diseases. One problem in this analysis is that each sam-
ple is represented by quite a large number of genes, and
many of them are insignificant or redundant to clarify the
disease problem. The previous work has shown that select-
ing informative genes from microarray data can improve the
accuracy of classification. Clustering methods have been
successfully applied to group similar genes and select in-
formative genes from them to avoid redundancy and extract
biological information from them. A problem with these ap-
proaches is that the number of clusters must be given and
it is time-consuming to try all possible numbers for clus-
ters. In this paper, a heuristic, called K-means+, is used
to address the number of clusters dependency and degen-
eracy problems. The result of our experiments shows that
K-means+ method can automatically partition genes into
a reasonable number of clusters and then the informative
genes are selected from clusters.

1. Introduction

In gene expression data analysis, recently studies have
shown that selection of a small subset of genes from broad
patterns of gene expression data is useful for improving
classification accuracy. People hope to find genes that re-
flect as many different aspects as possible between different
samples. Typically, genes selection methods are based on
gene ranking, but their results still include many highly cor-
related genes.

A number of methods have been developed to deal with

gene selection. Jaegeret al. [6] proposed to use Fuzzy C-
means method to cluster genes and select informative genes
from these groups to avoid redundancy. In a similar ap-
proach, Hanczaret al. [5] used K-means clustering to select
”prototype genes”. A problem with these two approaches is
that the number of clusters must be given and it is time-
consuming to try all possible numbers for clusters during
the experiments.

A K-means+ method that was recently introduced to in-
trusion detection analysis [4, 3] has been shown to effi-
ciently partition the large data set. In this work, we applied
a K-means+ method to automatically find the similar genes
and group them together without predefining the number of
clusters.

2. Method

K-means, an unsupervised learning algorithm, has been
used to form clusters of genes in gene expression data analy-
sis. One of the known drawbacks of the K-means method is
that the number of clusters must be given and the optimum
number of clusters is also unknown. Considering the statis-
tics nature of clusters, we use a heuristic K-means method
to efficiently cluster the genes.

2.1. Statistics nature

Central Limit Theorem: Let X1, X2, XN be a set of N
independent random variates and eachXi have an arbitrary
probability distributionP (x1, ..., xN ) with meanµi and a
finite varianceσ2
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has a limiting cumulative distribution function which ap-
proaches a normal distribution. [1]

The distribution of an average tends to be Normal, even
when the distribution from which the average is computed
is decidedly non-Normal. Thus, the Central Limit theorem
is the foundation for many statistical procedures, including
the K-means+ method.

Chebyshev’s Theorem: The fraction of any data set
lying within k standard deviations of the mean is at least
1 − 1/k2, wherek = a number greater than 1.

Chebysehev’s theorem allows you to understand how the
value of a standard deviation can be applied to any data set.
The empirical rule gives more precise information about a
data set than the Chebyshev’s Theorem, however it only ap-
plies to a data set that has symmetrical mound shaped dis-
tributions.

Empirical Rule: for any normal distribution,

1. 68% of the objects lie within one standard deviation of
the mean.

2. 99.7% of the objects lie within three standard devia-
tions of the mean.

3. 99.99994% of the objects lie within five standard devi-
ations of the mean.

If we define a sphere with radius= 5σ, by Chebyshev’ the-
orem, at least96% of objects lie inside. This is a lower
bound for any data distribution. When the number of ob-
jects in cluster is large (> 30) [7], we can assume the ob-
jects are approximately in a normal distribution by Central
Limit theorem. From the Empirical Rule,99.99994% of
objects with normal distribution stay within the sphere with
radius of5σ.

2.2. Heuristic K-means clustering method

K-means algorithm is performed first on a random num-
ber (between 1 and n). The outlier is defined and removed
by a “ Confident Area” [4] of each cluster, where the “Con-
fident Area” is a circle area with a radius of five standard
deviation of cluster. As the result, the removed outlier is
assigned as the centroid of a new cluster.

Meanwhile we merge the adjacent clusters whose over-
lap is over the thresholdd = 1.414(σ1 + σ2) [3]. Distance
d represents the Pearson’s correlation coefficient between
clusters of genes.

After creating the groups of genes, we define the infor-
mative gene as the mean of the gene expression in each clus-
ter [5].

3. Results

The public lung cancer data set is used to test our method
[2]. Fig.1 shows K-means+ method partitions the lung can-

Figure 1. Initial number vs final number of
clusters

cer dataset into 150 to 200 clusters. On average, the final
number of clusters is about 176. It is close to the optimal
value in the previous work [5]. Based on this number, we
can easily find the informative genes by using the method
in section 2.2.

4. Conclusions

In this paper, we apply a K-means+ algorithm that con-
siders the statistics nature about the gene clusters and then
informative genes are selected from the mean of each clus-
ter. The method is tested the public lung cancer data. The
results witness to the successful automatically partitionof
the gene expression data.
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