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Abstract 
 

In this study, the support vector machine (SVM) is 
applied as a learning machine for the secondary 
structure prediction.  As an encoding scheme for 
training the SVM, position-specific scoring matrix 
(PSSM) is adopted. To improve the prediction 
accuracy, three optimization processes such as 
encoding scheme, sliding window size and parameter 
optimization are performed. For the multi-class 
classification, the results of three one-versus-one 
binary classifiers (H/E, E/C and C/H) are combined 
using our new tertiary classifier called 
SVM_Represent. By applying this new tertiary 
classifier, the Q3 prediction accuracy reaches 89.6% 
on the RS126 dataset and 90.1% on the CB513 dataset.  
Also the Segment Overlap Measure (SOV) is 85.0% on 
the RS126 dataset and 85.7% on the CB513 dataset. 
Compared with the existing best prediction methods, 
our new prediction algorithm improves the accuracy 
about 13% in terms of Q3 and SOV, the two most 
commonly used accuracy measures. 

  
 
1. Introduction 
 

The protein secondary structure prediction is a 
crucial intermediate step for the protein tertiary 
structure prediction.  The recent trend of secondary 
structure prediction studies is mostly based on the 
neural network or the support vector machine (SVM).   

 
 
 
 
 
 
 
 

In this study, SVM is used as a machine learning 
tool for the prediction of secondary structure.  As an 
encoding scheme for SVM, position-specific scoring 
matrix (PSSM) profile generated by PSI-BLAST 
search is adopted after comparing the performance 
with other encoding schemes, such as hydrophobicity 
matrix or combined matrix of orthogonal and 
BLOSUM62 matrix.  To improve the prediction 
accuracy, sliding window size and SVM parameter 
values are optimized. For the multi-class classification, 
the results of three one-versus-one binary classifiers 
(H/E, E/C and C/H) are combined using our new 
tertiary classifier called SVM_Represent. 

 
2. Method 
 
2.1. Training and testing data sets 
 

To compare the results with previous results [1, 2], 
RS126 and CB513 data set are used.  The RS126 data 
set is a non-homologous set sharing less than 25% 
sequence identity  which is proposed by Rost & Sander 
[3].  The CB513 data set is created by Cuff and Barton 
and it is also a non-homologous set [4].  With these 
data set, the seven-fold cross validation test was done. 
In the seven-fold cross validation test, one subset is 
chosen for testing and remaining 6 subsets are used for 
training and this process is repeated until all the 
subsets are chosen for the testing.   

 
2.2. Optimization Processes 
 

For an encoding scheme optimization, three 
different encoding schemes, such as hydrophobicity 
matrix, the combined orthogonal and Blosum62 matrix 
and PSSM matrix are tested.  These three encoding 
schemes are applied to the SVM using the sliding 
window method.  In this sliding window method, the 
information about the local interactions among 
neighboring residues can be embedded together.  To 
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find the optimal window size, different window 
lengths ranging from 7 to 21 residues are tested.  As a 
kernel function of SVM, radial basis function (RBF) 
kernel is selected based on the test results of the 
previous studies [1, 2].  To select the optimal 
parameter value γ in RBF kernel and the cost factor C 
(penalty of the misclassified data), different γ and C 
pairs are tested.    

The performance of the prediction scheme is 
evaluated with two measures.  The first one is the most 
commonly used three-state overall percentage of 
correctly predicted residues, Q3.  The second measure is 
a Segment Overlap Measure (SOV).  It is developed by 
Rost et al.(1994) and modified by Zemla et al.(1999) 
to evaluate the quality of a prediction in a more 
realistic manner. 

 
2.3. Binary classifier construction 
 

Three one-versus-one classifiers (H/E, E/C and 
C/H) were constructed.  Here, the name ‘one’ in one-
versus-one classifier refers to positive class and 
negative class respectively.  For example, the classifier 
E/C classifies the testing sample as sheet or coil.   

 
2.4. Tertiary classifier design 
 

In this research, to combine the output from the 
binary classifiers for secondary structure prediction., 
new tertiary classifier called SVM_Represent is 

developed.  In this scheme, the classifier with the 
absolute maximum distance is chosen as the 
representative classifier for the final decision of the 
class.  Based on the value sign of this representative 
classifier, the final class is chosen. For example, if the 
values of the decision function of the each one-versus-
one classifiers (H/E, E/C, C/H) are -1.7, 0, and -2.5 
respectively, the binary classifier with highest absolute 
value, here C/H classifier, can be chosen for deciding 
the final class.  Once this representative classifier is 
selected, the final class is assigned based on the value 
of this classifier.  In this example, since the value of 
C/H classifier shows negative, the final class is 
assigned as helix. 
 
3. Result analysis 
 

As can be observed from Table 1, by applying the 
new tertiary classifier SVM_Represent, the Q3 
prediction accuracy reaches 89.6% on the RS126 
dataset and 90.1% on the CB513 dataset.  Also the 
Segment Overlap Measure (SOV) is 85.0% on the 
RS126 dataset and 85.7% on the CB513 dataset. 
Compared with the existing best prediction methods, 
our new prediction algorithm improves the accuracy 
about 13% in terms of Q3 and SOV, the two most 
commonly used accuracy measures. 

  

 
   Table 1.  Accuracy comparison with other research results  

Method Q3 (%) QH (%) QE (%) Qc (%) SOV94 
(%) 

SOV99 
(%) 

PHD (RS126) 70.8 72.0 66.0 72.0 73.5 - 
SVMfreq (RS126) 71.2 73.0 58.0 73.0 74.6 - 
SVMpsi (RS126) 76.1 77.2 63.9 81.5 79.6 72.0 
SVMpsi (CB513) 76.6 78.1 65.6 81.1 80.1 73.5 

SVM_Represent (RS126) 89.6 86.9 81.0 95.3 - 85.0 
SVM_Represent (CB513) 90.1 89.3 81.4 94.9 - 85.7 

 PHD result is obtained by Rost and Sander [3] and and SVMfreq result is obtained by Hua and Sun [2].   
SVMpsi result is obtained by Kim and Park [1].  SVM_Represent is a new method proposed by this study. 
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