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Abstract 

 
The explanation of a decision is important for the 

acceptance of machine learning technology in 
bioinformatics applications such as protein structure 
prediction. In past research, we have already 
combined SVM with decision tree to extract rules for 
understanding transmembrane segments prediction. 
However, rules we have gotten are as many as about 
20,000. This large number of rules makes them difficult 
for us to interpret their meaning. In this paper, a novel 
approach of rule clustering (SVM_DT_C) for super-
rule generation is presented. We use K-means 
clustering to cluster huge number of rules to generate 
many new super-rules. The experimental results show 
that the super-rules produced by SVM_DT_C can be 
analyzed manually by a researcher, and these super-
rules are not only new but also achieve very high 
transmembrane prediction accuracy (exceeding 95%) 
most of the times. 
 
1. Introduction 
 

   Recent years, there have been many studies 
focusing on improving the accuracy of transmembrane 
segments prediction, and many good results have been 
achieved [1,2].  In spite of these new results, the 
existing methods do not explain the process of how a 
learning result is reached and why a prediction 
decision is made. The explanation of a decision made 
is important for the acceptance of machine learning 

technology in bioinformatics applications such as 
protein structure prediction. In past research, we have 
already combined SVM with decision tree to extract 
rules for understanding transmembrane segments 
prediction. However, rules we have gotten are as many 
as about 20,000. Such a large number of rules are 
difficult for researchers to interpret and analyze. 
Clearly, it will not be satisfactory for researchers to 
simply use arbitrary small subset of rules because the 
subset of rules can’t cover all the data in the domain. 
Therefore, in this paper, a novel approach of rule 
clustering (SVM_DT_C) for super-rule generation is 
presented. We use K-means clustering to cluster huge 
number of rules based on similarity, and then aggregate 
the rules in each cluster to generate new super-rules. 
These super-rules represent the consensus rule pattern 
and the essential underlying relationship of 
classification. Because the super-rules come from each 
of clusters, the researchers not only can understand the 
general trend and ignore the noise but also can 
interactively focus on the key aspects of the domain by 
using super-rules and selectively view the original 
detail rules in the corresponding of cluster.  
 
2. Methods 
 
     Support vector machines (SVM)[3] have shown 
strong generalization ability in a number of application 
areas, including protein structure prediction while a 
decision tree has good comprehensibility. By 
combining SVM and decision tree, we can produce a 



large number of rules for understanding 
transmembrane segments prediction. On the other 
hand, the goal of clustering is to reduce the amount of 
data by categorizing or grouping similar data items 
together. Usually, one of the motivations for using 
clustering algorithms is to provide automated tools to 
help in constructing categories or taxonomies [4]. 
Therefore, we develop a hybrid approach 
(SVM_DT_C) which combined SVM, decision tree 
and clustering methods to produce super-rules.  This 
approach proceeds in four steps. Firstly, we use the 
combined orthogonal and Blosum62 matrix as 
encoding schemes to train the SVM. Secondly, in order 
to achieve better training results, we use correct 
prediction results from SVM to feed into a decision 
tree. Thirdly, we decode the rules into logical rules 
with biological meaning according to encoding 
schemes. Finally, we aggregate similar rules through 
K-means clustering into several clusters and get some 
cluster score matrices, which indicate the importance 
of each amino acid in a particular position for 
prediction. Through the cluster score matrices, super-
rules are generated.  
      The pseudo-code of our SVM_DT_C algorithm is 
shown in Figure 1. Suppose we are given a training 
data set S={(x1,y1),(x2,y2),…,(xm,ym)}, where xi is the 
feature vector and yi is the expected class label or 
target of the i-th training instance. At first, SVMs are 
trained using N-fold cross validation. That is, for data 
set S, we divided it into N subsets with similar sizes (k) 
and similar distribution of classes. We perform the 
tests for N runs, each with a different subset as the test 
set (Te_svmi,i=1…N) and with the union of the other 
N-1 subsets as the training set (Tr_svmi, i=1…N). 
Then, from each test set (Te_svmi, i=1…N), based on 
the result of prediction, we select cases that are 
correctly predicted by SVM into new data set (Si_svm, 
i=1…N). We use the original test data Te_svmi,i=1…N 
as test data set (Te_dti,i=1…N) and the union of the 
other N-1 subsets Si_svm as the training set 
(Tr_dti,i=1…N) to train a decision tree and induce the 
rule sets. Thirdly, we decode the rules into logical rules 
(L_R) with biological meaning. Finally, K-means 
clustering is used to cluster the huge number of rules 
generated in step 3 based on similarities, and then 
according to the cluster score matrices aggregate the 
rules in each cluster to generate new super-rules (S_R). 
Since a support vector machine usually has strong 
generalization ability and we select the new data set 
from the correct result of SVM as our inputs to DT, we 
believe that some bad ingredients of S, such as the 
noise, may be reduced by the process of SVMs, and 
some weak cases may be sieved by SVMs. It is 
indicated that new data set Si_svm data is 

better than the original training data set S for 
rule induction. This is the reason why we use 
support vector machine as a pre-process of decision 
tree. 
 

Input: training set S 
Output: Super-rule set S_R 
Process: 

     for i=1 to N {   /*generate N sets with similar sizes (k)  
of train data and test data */ 

      {Tr_svmi，Te_svmi }=Create_cross_validation_data(S) 
    } 

  for i=1 to N { /* for each set, train SVM, then select from 
Pi_svm data into new data set Si_svm */ 

   Pi_svm=SVM(Tr_svmi, Te_svmi) 
   Si_svm=Φ 
   for j=1 to k { 
             if  Pi_svmj  is correct 
                 Si_svm= Si_svm ∪  Pi_svmj  

        } 
   } 
  for i=1 to N {/* generate N sets of train data for decision 

tree using N-fold cross validation */ 
   Te_dti = Te_svmi 
   Tr_dti = Tr_dti ∪ {Sj_svm, j=1,..N, j ≠ i} 

 } 
for i=1 to N {  /* Each set is fed into decision tree to induce 

rules, and then decode rule into logical 
rule(L_Ri)  */ 

       Ri=dt (Tr_dti, Te_dti) 
       L_Ri=decode(Ri)   
} 
S_R= Φ  
for i=1 to N {  /* for each Ri set, clustering to generate super-

rule(S_R) */ 
      {rule_number, Matrixi}=k-means (L_Ri) 
       S_Ri=create_super_rule(Matrixi ) 

  S_R = S_R ∪  S_Ri 
} 
 

Figure 1   SVM_DT_C algorithm 
  

 
3. Experiments and Results 
 

In this study, the data set given by Rost et al. is 
tested and this is labeled as data set of 165 low-
resolution.  According to Rost et al. [1], the 165 
proteins is expert-curated set from the SWISS-PROT 
database which was originally collected by Möller et 
al. [5].   For encoding scheme, we use combined 
orthogonal and Blosum62 matrix. The orthogonal 
encoding scheme is the simplest profile which assigns 
a unique binary vector to each residue, such as (1, 0, 
0…), (0, 1, 0…), (0, 0, 1…) and so on.  The Blosum62 
matrix represents the "log-odds" scores for the 
likelihood that a given amino acid pair will interchange 



with one another and it contains the general 
evolutionary information among the protein families 
[6].  For the preliminary screening, the performance of 
each matrix is compared with that of the combined 
matrix.  Since the combined matrix showed a better 
performance than the orthogonal or the Blosum62 
matrix taken alone, it is adopted for training the SVM. 
In the experiments, firstly, to train the SVM, we 
selected the kernel function 

2||||),( yxeyxK −−= λ
based on the previous studies, 

and the parameter of the kernel function λ and the 
regularization parameter C were optimized based on 
tests [7]. With the data set, we ran 7-fold cross 
validation in the experiments. In each run, we fed the 
training data into SVMlight to get the model and used 
test data as validation. We use decision tree of C5.0 
and C5.0 rules to produce the rules, and get 7 group 
rule sets. Then, we parsed the rule sets produced by 
C5.0 and obtained the logical rules with biological 
meaning by decoding the rules according to the 
encoding schemes used. Finally, we used k-means to 
cluster rules according to similarity of rules. K-means 
is the most widely used method in partitioning 
categories due to its fast speed and easy understanding. 

The method uses something called centroid which is 
the mean point in a cluster. K-means minimizes the 
intra-cluster distance between any point in the cluster 
and the centroid.  We applied this method in our 
classification rules clustering process by combining 
similar rules together to generate more general and 
error-tolerance rules.  We use random method to 
generate initial centroids positions; we set K equals to 
20 for transmembrane prediction rules, 30 or 35 
(depends on the result) for non-transmembrane 
prediction rules. Comparison of percent of rule 
numbers of 7 groups of super-rules for different 
accuracy ranges of predicting 'T’ is shown as Table 1.  

 
Table 1. Comparison of percent of rule numbers of 7 
groups of super-rules for different accuracy ranges of 

predicting 'T' 
 

Accura
cy 

1T 
(%) 

2T 
(%) 

3T 
(%) 

4T 
(%) 

5T 
(%) 

6T 
(%) 

7T 
(%) 

95-100 27.7 12.5 27.8 30.8 25.5 37.1 27.1 
90-95 25.5 20.0 13.9 20.5 21.6 14.3 16.7 
85-90 14.9 17.5 19.4 15.4 15.7 8.6 16.7 
80-85 21.3 17.5 13.9 12.8 17.6 8.6 14.6 
<80 10.6 32.5 25.0 20.5 19.6 31.4 25.0 

 
 

Table 2. One example of super-rules by SVM_DT_C and explanation  
Logical rule 
with biological 
meaning 

IF 
           Sq[3] in {A,C,G,I,L,M,F,S,T,W,Y,V} 
AND  Sq[4] in {A,C,G,I,L,M,F,T,W,Y,V} 
AND  Sq[6] in {A,C,G,I,L,M,F,T,W,Y,V} 
AND  Sq[7] in {I,F} 
AND  Sq[8] in {I,L,M,F,V} 
AND  Sq[9] in {C,G,I,L,F,W,Y,V} 
AND  Sq[10] in {A,C,G,I,L,M,F,P,S,T,W,Y,V} 
AND  Sq[11] in {A,C,G,H,I,L,M,F,S,T,W,Y,V} 
AND  Sq[13] in {I,L,M,F,W,Y,V} 
THEN 
St[7]=T accuracy 100.00%, support 0.30%  
 

Rule 
explanation 

If the amino acid the fourth, the third, and the first positions before the target position is one of 
{A,C,G,I,L,M,F,S,T,W,Y,V},{A,C,G,I,L,M,F,T,W,Y,V}, 
{A,C,G,I,L,M,F,T,W,Y,V},respectively , 
at the same time, the first, the second, the third, the fourth, the sixth  amino acid following the 
target position is one of {I,L,M,F,V},{C,G,I,L,F,W,Y,V}, 
{A,C,G,I,L,M,F,P,S,T,W,Y,V},{A,C,G,H,I,L,M,F,S,T,W,Y,V},{I,L,M,F,W,Y,V},respectively, 
and the target amino acid is one of  {I,F}, the prediction at the target position is 'T' 
(transmembrane) with accuracy 100 % and support 0.30 % . 
 

 
 
 
 
 



Table 3. One of the cluster score matrices of {A,R,N,D,C,Q,E,G,H.I} 
 A R N D C Q E G H I 
1 91 95 100 100 95 100 87 100 95 37 
2 25 29 25 8 25 25 20 29 0 8 
3 25 16 33 20 25 25 33 29 16 20 
4 20 16 20 20 16 16 20 12 12 8 
5 25 25 29 25 29 25 29 29 20 25 
6 100 100 95 45 100 95 100 100 25 50 
7 25 29 25 29 25 25 25 25 25 33 
8 29 29 29 29 29 29 33 29 25 37 
9 66 75 75 62 75 79 75 79 4 16 
10 25 29 25 25 33 33 29 29 16 16 
11 8 8 8 8 8 8 12 8 0 4 
12 41 37 37 29 41 37 29 37 4 20 
13 0 0 0 0 0 0 0 0 0 0 

 

     From Table 1, we can see that the percent of rule 
numbers with prediction accuracy over 90 is about 
60%. It means that most of the super-rules generated 
have high quality. Two examples of super-rules and 
explanation are shown in Table 2. These super-rules 
are very useful in guiding biological experiments. In 
the clustering process, we get the cluster score 
matrixes, such as Table 3. The entries in the matrices 
indicate the profile of the amino acids in each of the 13 
positions in a window for transmembrane segments  
prediction. For example, the value of 95 in the first row 
and the second column indicates that the amino acid R 
has 95% possibility for prediction. 
 
4. Conclusion 
 

To extract rules for understanding transmembrane 
segments prediction is important for the acceptance of 
decision results in bioinformatics. However, for 
thousands of rules, it is difficult for one to analyze and 
interpret. This paper proposes an approach of rule 
clustering (SVM_DT_C) for super-rule generation. 
The experiments show that most of the super-rules 
generated not only have high quality (the percent of 
rules with accuracy over 90 is about 60%), but also are 
different from the original rules before clustering 
because these super-rules are produced by aggregating 
the original detail rules  and indicate the general trend. 
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