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Abstract 
 

We have built a Debian-Beowulf computer cluster 
consisting of 15 computational nodes, each equipped 
with 15 AMD Opteron 64 bit microprocessors. Local 
Area Multicomputer (LAM) – Message Passing 
Interface (MPI) was used as a portable high-
performance implementation for MPI. More than 
2,000 bacterial 16S ribosomal RNAs (rRNAs) were 
multiply aligned using ClustalW-MPI. Systematic 
sequence comparison provided several sequences with 
a very high degree of homology despite their different 
origins of species. These highly conservative 
sequences were collected as candidate sequences for 
drug targets of ribosomal antibiotics. 
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1. Introduction 
 

Gleaning meaningful information from the 
enormous amounts of biological data is one of the most 
important tasks in biology today. Currently, several 
web-based interfaces offer services to help researchers 
find and mine useful data of their own. However, these 
interfaces suffer from limited usage especially when 
the amounts of data become large. For instance, the 
input for ClustalW web services from the European 
Bioinformatics Institute is limited to a maximum of 
500 sequences or to a 10MB file. This restraint reduces 
researchers’ options for their experiments. 

Due to the advances in computer technology, it is 
now possible to construct high-performance computers 
at a relatively low cost. We have built a Debian-

Beowulf computer cluster consisting of 15 
computational nodes, each equipped with 15 AMD 
Opteron 64 bit microprocessors. One master node was 
connected to 14 slave nodes with a gigabit Ethernet 
switch. LAM – MPI was used as a portable high-
performance implementation for MPI and more than 
2,000 bacterial 16S rRNAs were multiply aligned 
using ClustalW-MPI. 

These rRNA genes are highly repeated multiple 
copies, whereas most proteins in bacteria are encoded 
in single-copy genes [1]. Due to the fact that 
conventional antibiotics are vulnerable to a point 
mutation which may critically affect the drug targets of 
bacteria, ribosomal antibiotics interacting with rRNA 
are much less affected by a point mutation which 
occurs every 107 ~ 108 generations. Because the 
frequency of the same resistance mutation in several 
copies of rRNA genes becomes extremely low [1]. 
This makes ribosomal antibiotics a highly efficient 
weapon since it is generally very difficult to find 
defenses against them [1]. By utilizing computer 
resources and biological data, we were able to gather 
highly conserved ribosomal sequences from more than 
2,000 different strains. These unique but well 
conserved bacterial ribosomal sequences could very 
well enable us to develop new antibiotics targeting 16S 
rRNA. 
 
2. Methods  
 

The Beowulf [2] system was selected in order to 
obtain high-performance computing ability for massive 
multiple alignments while maintaining a low cost. The 
system contains relatively inexpensive AMD Opteron 
processors that are able to handle numerical operations 



such as floating point computation at high speeds. 
Expenses were greatly reduced since computational 
nodes are conducted by diskless booting, and therefore, 
do not require any I/O installation such as hard disks 
or video cards. We used a gigabit switch to maximize 
the speed of the input and output of data. The LAM 
Version 7.1.1 (stable) [3] was downloaded and was 
installed to provide MPI for parallel processors. The 
system performance test was carried out using the 
High-Performance Linpack (HPL) benchmark [4] with 
the GOTO libraries [5]. 

ClustalW-MPI, a distributed and parallel 
implementation of ClustalW was then installed. The 
speed-up test was performed using 100 DNA 
sequences. The first step, which is the pairwise 
alignment of ClustalW, involves calculating a distance 
matrix between each pair of sequences and all 
elements of the distance matrix are independent [6]. 
Therefore, efficient parallelization was achieved as the 
number of CPU processors increased as shown in 
Figure 1. The second step is a guide-tree generation 
and decides the topology of the progressive alignment 
[6]. This step is not shown because the effective 
speedup was not observed due to the data dependency 
problem. The third step, which is a progressive step, is 
less affected by the parallel process of ClustalW-MPI 
compared to the pairwise alignment. The overall 
speedup increases almost proportionally to the number 
of CPUs, showing that the pairwise alignment takes up 

most of the ClustalW-MPI process. 
 

Figure 1. Speedups for the ClustalW-MPI results 
of the 100-sequence data 

 
The 16S rRNA sequences from 2,128 bacterial 

strains were collected from Genbank. Several sequence 
segments showed very high homology despite their 
different origins. We selected these highly 
conservative sequences, and compared them with 
human rRNA sequences to eliminate any possible 
interactions between ribosomal antibiotics and the 

human rRNAs.  The remaining unique bacterial origin 
sequences are now undergoing test in vivo, to 
determine the best targets for ribosomal antibiotics. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Multiple sequence alignment of  

2128 bacterial rRNAs 
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