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Abstract
One of the major challenges in cancer diagnosis
from microarray data is to develop robust
classification models which are independent of the
analysis techniques used and can combine data from
different laboratories. We propose a meta-
classification scheme which uses a robust
multivariate gene selection procedure and integrates
the results of several machine learning tools trained
on raw and pattern data. We validate our method by
applying it to distinguish diffuse large B-cell
lymphoma (DLBCL) from follicular lymphoma (FL)

on two independent datasets: the HuGeneFL
Affmetrixy dataset of Shipp et al. (www.
genome.wi.mit.du/MPR /lymphoma) and the
Hu95Av2 Affymetrix dataset (DallaFavera’s
laboratory, Columbia University). Our meta-
classification technique achieves higher predictive
accuracies than each of the individual classifiers
trained on the same dataset and is robust against
various data perturbations. We also find that
combinations of p53 responsive genes (e.g., p53,
PLK1 and CDK2) are highly predictive of the
phenotype.



1. Introduction

The rapid development of microarray
technologies allows the analysis of gene expression
patterns to identify subsets of genes which are
differentially expressed between different phenotypes
(e.g., different types of cancer), and to integrate data
into personalized models capable of providing
diagnosis and predicting prognosis. There is a lot of
ongoing research in developing tools and
methodologies to extract information from
biomedical data (e.g., [1], [2]). However, there
remains a need to integrate the results of these tools
with existing biological knowledge to extract
information valuable for medical diagnosis. The aim
of this study is to present such a tool, recently
developed for cancer detection from mass
spectrometry data ([3]), and to adapt it for cancer
diagnosis from gene expression data.

We demonstrate our approach by creating a
diagnosis model to accurately distinguish between
follicular lymphoma (FL) and diffuse large B-cell
lymphoma (DLBCL). We use the oligonucleotide
microarray gene expression data of Shipp et al. ([4],
WI data), and validate our findings on a separate
Affymetrix gene expression data produced by
DallaFavera laboratory at Columbia University (CU
data, see [5]). The WI and CU datasets report gene
expression data for DLBCL and FL cases which were
obtained by using different Affymetrix chips
(HuGeneFL chip for WI dataset and Hu95Av2 for
the CU dataset). We also show that one can combine
the two datasets into a single meta-dataset, while
maintaining the accuracy of predictions.

Using our meta-classification method on a
training subset of the WI data, we identified a robust
subset of 30 predictive genes and constructed a meta-
classifier which misclassified only one FL case when
validated on the test set of the WI data and
misclassified only two FL cases when validated on
the external CU data. We obtained further biological
insight by focusing on the subset of p53 responsive
genes and extracted relevant patterns characteristic of
FL and DLBCL. In particular, we showed that the
combination of the gene expression of p53, PLK1
and CDK2 is an accurate biomarker for
distinguishing FL from DLBCL. Currently our
research is oriented on integrating the meta-
classification tool with unsupervised consensus
clustering techniques and applying it to discriminate
between different breast cancer subtypes from
various microarray platforms (e.g., Affymetrix,
cDNA, Agilent).

2. Methods

Our approach integrates several machine
learning techniques and robust noise analysis on data
obtained from different platforms to identify
phenotypes and robust biomarkers from gene array
and mass spectrometry data. An important ingredient
of our technique is the use of patterns extracted from
data as synthetic variables which define boundaries
on gene expression values for separating the
phenotypes. Each pattern can be interpreted as a
synthetic 0-1 variable associated with the samples in
the dataset,  the value 1 being assigned when the
corresponding sample satisfies the defining
conditions of the pattern, and the value 0 otherwise.
Each sample is then represented by a vector with 0-1
entries, where each entry corresponds to a pattern. In
this way, the original data can be represented in an
abstract space which we call “pattern data”. The
abstract pattern data provides additional structural
information about the phenotype and it is used in our
approach for training various individual machine
learning tools (e.g., support vector machines,
artificial neural networks, decision trees, random
forests, weighted voting and k-nearest neighborhood
systems, etc). We have recently developed ([6]) an
efficient algorithm for exhaustive pattern extraction
from biomedical data.

Our method starts  by applying a pattern-based
multivariate approach (see e.g., [2]) to identify a
subset of predictive genes out of a pool of genes by
requiring them to satisfy stringent filtering criteria.
Next, we combine the predictions of several machine
learning tools trained on the subset of predictive
genes and on pattern data with the aim of producing
an accurate predictor. It is well-known (e.g., [7]) that
combining individual classifiers with independent
error distributions into a meta-classifier has the effect
of improving the error rate. In our method this effect
is further boosted by using pattern data.

We showed how the use of our tool along with
biological information (about the p53 pathway) results
in finding combinations of genes that are good
predictors of the cancer phenotype. This was done in
the context of studying the progression of follicular
lymphoma into diffuse large B-cell lymphoma;
currently, we follow the idea of [8] and apply
consensus clustering and meta-classification
techniques to microarray data from various platforms
to identify robust clusters of genes which can separate
between different breast cancer subtypes.

Figure 1 presents the flow chart of our meta-
classification approach.
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Figure 1. Flow chart of the meta-classifier approach.

3. Results

Our pattern-based meta-classification technique
achieves higher predictive accuracies than each of
the individual classifiers trained on the same dataset,
is robust against various data perturbations and
provides subsets of predictive genes. For example,

Figure 2 presents the error distributions on the test
lymphoma datasets ([4], [5]) of the meta-classifier
and of the individual classifiers trained on raw and
on pattern data, respectively (a dot represents an
error). Notice that the predictions of the meta-
classifier are better than the predictions of any
individual classifier.
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Figure 2. Error distribution of the meta-classifier and of the
individual classifiers trained on raw and pattern data



Numerous studies e.g., [9], [10], associated a
correlation between overexpression of p53 and FL
progression to DLBCL, and also showed that
mutations of p53 are associated with histologic
transformation in approximately 25% to 30% of FL
cases. Other studies e.g., [11], [12] suggested that
over-expression of MDM2 (and p53) identifies
DLBCL and poor prognosis for FL cases, while
altering the feedback loop p53-MDM2. We also
found that combinations of p53 responsive genes are
highly predictive of phenotype. For example, we
found that in 80% of the diffuse large B cell
lymphoma  cases, the mRNA level of at least one of
the three genes p53, PLK1 and CDK2 is elevated,
while in 80% of the follicular lymphoma cases, the
mRNA level of at most one of them is elevated.
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