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with filtered level-1 and level-2 interactions performs the 
best (Fig 4 (h)).  

To illustrate the contribution of PCP to complex 
prediction, we compare predictions made by each 
algorithm natively (i.e. RNSC, MCODE, MCL on original 
level-1 interactions against PCP on filtered level-1 and 
level-2 interactions) in Fig 5. We observe that PCP 
outperforms the other algorithms significantly (Fig 5 (a) 
and (b)). We arrived at similar conclusions using 
precision-recall analysis based on protein membership 
assignment (Fig 5 (c) and (d)).  
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(c)   (d) 

Fig 5. Precisions-recall analysis of RNSC, MCODE, MCL and PCP 
algorithms on (a) PPI[Combined] and (b) PPI[BioGRID] using native 
settings (RNSC, MCODE, MCL on original level-1 interactions, and 
PCP on filtered level-1 and level-2 interactions); Precision-recall 
analysis based on protein membership assignment on the same 
predictions on (c) PPI[Combined] and (d) PPI[BioGRID]. Results are 
based on comparison with PC2004 protein complex dataset. 
 
Examples of predicted complexes: We have proposed 
two new concepts in this paper: the introduction of 
indirect interactions as a preprocessing step, and the PCP 
clustering algorithm. To illustrate how these concepts can 
help to predict protein clusters that better match real 
complexes, we examine some examples of protein clusters 
predicted by the PCP based on the modified network, as 
well as RNSC and MCL algorithms based on the original 
network, and how they correspond to real protein 
complexes in the PC2004 dataset. Fig 6 shows two  
 

examples where PCP can predict protein clusters that 
match a real complex more precisely than other 
algorithms. In the first example (Fig 6 (a)), PCP predicted 
a cluster that matches a 4-member protein complex 
completely, while RNSC�s 3-member cluster has only one 
member, �YDR121W�, that matches the same complex. 
 

  
 

(a) 

 
 

(b) 
Fig 6. Example of predicted and matched complexes. Complexes in 
PC2004, the predicted clusters by MCL, RNSC and PCP are shown in 
different boxes. (a) A complex in PC2004 of size 4, PCP�s cluster matched 
it perfectly, while MCL and RNSC�s clusters matched 1 and 2 of the 
proteins in the complex, respectively. (b) In this complex in PC2004 of 
size 8, RNSC�s predicted cluster matched only 2 proteins, while PCP�s 
predicted cluster matched 5 proteins, MCL also matched 5 proteins, but 
predicted 6 proteins that are not in the complex. 
 

 PC2004 complex 
MCL cluster 

 RNSC cluster 
PCP cluster 
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complexes [8], we believe that even though this protein is 
not in the same complex with other proteins, it should be 
in the same �function unit� [3] with these proteins. 
Discriminating �function unit� with protein complex may 
need additional information such as function annotations. 
 
 

  
 

 
(a)

 
 

(b) 
Fig 8. Examples of predicted and matched complexes based on old 
and new PPI networks. Complexes in PC2004, PC2006 and the 
predicted PCP clusters are shown in different boxes for 
comparison. (a) The complex in PC2004 is of size 4, while in PC2006, 
its size is 5.  PCP predicted 4 proteins in this complex correctly. (b) 
This complex is of size 5 in PC2004, for which PCP predicted all 5 
protein correctly. In PC2006, its size is 11, while PCP algorithm 
predicted 6 of them correctly. 

 
 

• Robustness against noise in interaction data 
To assess the robustness of the algorithm, we have 
computed the precision and recall of predictions by PCP 
when noise of different types and amount is randomly 
added into the reliable PPI[Combined].  

In robustness experiments, noises are usually 
introduced by swapping edges, or randomize the node 
labels. However, these methods, which are used in 
estimating p-values and uniqueness of PPI motifs, are not 
a good model for our purpose. We are considering errors 
produced by high-throughput PPI experiments. In this type 
of experiments, the errors should be closer to edges 
missing (not detected) or sticky proteins, which are 
modeled by random noises. Hence, to simulate such noise, 
we randomly add, delete and reroute (delete and add) 10% 
to 50% of �pseudo� interactions in the network. The 
precision and recall of the predicted clusters on the 
various perturbed datasets are shown in Fig 9. 

We can see from Fig 9 (a) that the precision against 
recall of the clusters predicted by PCP remains fairly 
consistent even with random additions of interactions up 
to 50% of the original interactions in PPI[Combined]. This 
is a clear indication that PCP algorithm is robust against 
spurious interactions. The filtering of the PPI network 
based on FS-Weight removes most of these random 
additions, and retains only confident interactions for 
clustering. Random deletion of interactions has a greater 
impact on clustering performance, as can be seen in Fig 9 
(b). This is analogous to a lack of information, leading a 
reduction in recall. As FS-Weight is a local topology 
measure, it becomes less effective when the interaction 
network become very sparse, since there will be 
insufficient interactions in the local neighborhood to give 
a confident score. The formulation of the measure will 
assign low weights in these cases, which will cause many 
interactions to be filtered. Nonetheless, precision remains 
high for clusters that can be discovered. A combination of 
random addition and deletions results in a simultaneous 
reduction in precision and recall. 
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